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The primary objective of this paper is to investigate the convergence of
sequences of Pade approximants for meromorphic functions of the form

00 A.
F(x) = L __t_ •

i~l 0i - X

In Theorem 6 we give simple conditions on the Ai and 0i which imply con­
vergence of diagonal sequences which lie above the principal diagonal in
the Pade table. We conclude that certain P-fractions associated with F(x)
converge uniformly on compact sets bounded away from the poles.

In the first part of the paper we show that Pade approximation may be
viewed, from an algebraic point of view, as a theory of best rational approx­
imation in a field of formal power series. The approximation is relative to
a discrete valuation. This point of view stresses the many similarities with
the theory of best rational approximation of real numbers as encountered
in number theory [1, p. 154].

BEST ApPROXIMATION AND P-FRACTIONS

Let ~ denote the family of formal power series of the form

F(x) = cox-N + C1X-N+1 + ... + CN_1X-1 + CN + "', (1)

with complex coefficients. ~ is a field and we may view the field 91 of
rational functions, as imbedded in ~. In fact ~ is the completion of 91 rela­
tive to the metric p(F, G) = rp(F - G), where rp is the discrete valuation

1
2N

rp(F) = 0
if F(x) = cox-N + C1X-N+l + "', Co =1= 0
if F(x) = O.
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The following theorem is easily proved in a manner similar to Theorem 5.1
in [3].

THEOREM 1. For every FE ty and for every pair (m, n) of nonnegative
integers, there exists a unique rational function of the form

where Pm.n(x) and Qm.n(x) are polynomials satisfying:

(i) deg Pm.n :s;; n,
(ii) deg Qm.n :s;; m, and

(iii) for all polynomials P, Q satisfying (i) and (ii), respectively, we have

p(F, Pm.n/xNQm.n) :s;; p(F, P/xNQ).

Furthermore, p(F, Fm.n) :s;; ep(F) min{2-m, 2-n} and hence for every sequence
of distinct pairs (m; , n;), Fm,.n, -+ F in the sense of the metric p.

The polynomials Pm.n and Qm.n are normalized so that they are relatively
prime and Qm.n(O) = 1. The rational function Fm.n is called the (m, n)-Pade
approximant of F. We refer to convergence in the sense of the metric p as
formal convergence.

We will now describe in terms of the valuation ep the algorithm for gen­
erating the P-fraction as given by Magnus in [2].

Let FE ty and set bo = COX-N + '" + CN_IX-1 + CN' We think of bo as
the "integral part" of F and Fo* = F - bo as the "fractional part." Indeed,
ep(bo) ;); 1 and ep(Fo*) < 1. Now if Fo* =1= 0, it has a formal reciprocal in ty
of the form F1 = C~11X-Nl + Ci11X-N1+1 + .... Similarly we define b1 and
F1*. If F1* =1= °we may write in ty

where F2 has the form C~2)X-N2 + ci2)x-N2+1 + .... Continuing the process
inductively one obtains a finite or infinite sequence of bn , which are polynom­
ials in I/x. For the P-fraction thus derived, Magnus [2] proved the following
interesting facts;

(a) The P-fraction for the series xkF(x), when k :s;; N, generates all
the distinct rational functions in the sequence {xkFm.N_k+m : m = 0, I, 2,...}
and, when k > N, it generates the distinct members of {xkFk_N+m.m : m =
0, 1, 2,...}. It follows that the P-fractions generate all the Pade approximants
ofF.

(b) The P-fractions for F terminates if and only if F corresponds to a
rational function.
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REPRESENTATIONS FOR Fm.n(x)

Let Llm.n denote the persymmetric determinant 1 Cn+i-i 1 where °,s; i ,s; m,°,s;j ,s; m and let Jm.nCx) and Ll:".n denote the corresponding determinants
obtained from Llm.n by replacing the first row by 1, x, ... , xm and
Cn+m+i ,... , Cn+i, respectively. The following formulas are established as in
[3, p. 243];

If Llm- 1.n =1= 0, then Qm.n(x) = Llm.n(x)/Llm-l.n , (2)

and

F(x) XNQm.n(x) - Pm.n(x) = (Ll m_Lnr1 f Ll~~nxm+n+i. (3)
;=0

It follows from (3) that

Pm.n+1Qm.n - Pm.nQm.n+1 = Pm+l.n+1Qm.n - Pm,nQm+l.n+1

= (-l)m(Llm.n+l/Llm_1.n) xm+n+l. (4)

In view of (4), if Jm-l.n i= 0, for n ? no and m fixed,

n-1 Ll. x-N+m+i+1
Fm,n(x) = Fm.noCx ) + (_l)m.L J m.H~ Q -ex) Q . (x)' (5)

l=no m-l,t m.t m,t+l

and if J;,i+P i= °for i ? mo and p ? °fixed,

The rational functions in (5) and (6) lie, respectively, in the n-th row and the
p-th diagonal file of the Pade table of F. The latter correspond to the
approximants of certain P-fractions.

MAIN RESULTS

In this section we use the representations (5) and (6) to study the con­
vergences of rows and diagonal files of Pade approximants for functions of
the form

where it is assumed that

°< I a1 I < I a2 I < "',

F(x) = I~,
i=1 ai - x

I IAi I < 00,
i=1 a,

and
00 1
L -I-'1 < 00.i=1 a,

(7)
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For convenience, let S(m) denote the set of m-tuples k = (k1 , k 2 , ... , km )

of nonnegative integers with k1 < k 2 < ... < km , and, also let K =
(1,2,3, ... , m). Furthermore, for each pair (m, n) and k E S(m), let

and

T~.n(x) = T~.n fI (1 - -f-).
v=l k p

LEMMA 1. For F(x) of the form (7) and for n ;;, m, we have

L1 = (_1)m(m-l)/2 " T k
m-l,n L... m,n

kES(m)

L1m.n<x) = (_l)m(m-l) /2 L T~.n(x).
kES(m)

(8)

(9)

Proof If F(x) = l::~o cnxn it is easy to see that Cn = L:l Aia-;n-l.
Substituting these into L1m -l,n yields,

X am-lam-2 ... aO n (a a)
k 1 k. km k; - k j •

l.-s;;i<j~m

The sum of the m! terms in this series which involves the indices
k1 < k2 < ... < km is

A .. · A (a ... a )-(n+m) n (a a) " ±am.-1am- 2 ••• aO,
k 1 km k 1 km k j - k; L. k 1 k' k 1

l~i<j<m

= (_1)m(m-l)/2 A ... A (a ... a )-(n+m) n (a a)2
k 1 km k 1 km k j - k;

l';;i<i';;m

This proves the first assertion of the lemma and the second is proved in a
similar manner.
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We shall say that F(x) satisfies condition D p provided

lim LkES(m) I T~.m+:p I = 1
m->oo I T:;.m+p I '

i.e., the leading term of the sum L T~.n is dominant on the p-th diagonal
file. We can now state our main theorem.

THEOREM 2. Let F(x) satisfy condition D p for p = O. Then for each
p;;O:: 0 we have,

(i) I L1m.m+:P+1/L1m-l.m+:p 1~ Ia1a2 ... am/2 . 2 ... 2 1-2 for all sufficiently
large m,

(ii) limm->oo Qm.m+",(x) = n:1 (1 - x/aJ uniformly on any bounded set,
and

(iii) limm->oo Fm.m+7>(x) = F(x), the convergence being uniform on any
compact set bounded away from the poles ofF.

COROLLARY 1. Let F(x) be as in the theorem. Then the P-fractions corre­
sponding to the series x-kF(x), for each k ;;0:: 0, converge uniformly to x-kF(x)
on any compact set bounded away from the poles.

Before proving Theorem 2 we state a corresponding theorem for rows of
the Pade table. This theorem gives the primary motivation for the condition
D", and most of its content can be found in Perron [3, pp. 265-270]. We
shall, however, sketch a simplified proof based on the formulas developed
above for functions of the form (7).

THEOREM 3. Let F(x) be of the form (7). Then for each m ;;0:: 0 we have

(i) limn->oo LkES(m) I T~.n 1/1 T:'. n I = 1,

(ii) limn->oo I L1m.n+1/L1m-l.n 1
1/n = Iam+1 1-1,

(iii) limn->oo Qm.n(x) = n:1 (1 - x/av) uniformly,

(iv) limn->oo Fm.n(x) = F(x), the convergence being uniform in the region
defined by I x I ~ I am+! I -€, 1X - ai I ;;0:: € > 0, i = 1,2,... , m. Furthermore,
the sequence diverges for I x I > I am+! I·

Proof of Theorem 2. From the definition of T~.m+p and condition D",
we have

Lk¥K I TJ:..m+", I
I T:;.m+7> I
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as m~ 00. Hence for sufficiently large m,

L I T~.m+p I ~ ! I T:;'.m+1> \
k¢K
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(10)

and hence by (9), I Ll m- 1•mH> I ~

I T:'.m+1> I - L I T::'.m+1> I ~ ! I T:'.m+p I > O. (11)
k¢K

Therefore,

L \T:;'.m+1> 1/1 Llm-l.m+p \
ki'K

~ 2 L I T~.m+p III T:;'.m+p Im::;;;+ O.
k¥oK

It follows from this and Lemma 1, that

I
(_I)m(m-l)/2 k m X m X

= LTmm+p nl---n 1--Llm- 1 •m+p k ¥OK • [.=1 ( ak.) .=1 ( a. )]I
:< 2 Lk*K I T~.mH> I IT (1 +~) -----+ 0
"'" 1 Llm- 1•m+p I .=1 I Q. I m->OO ,

for all I x I ~ R. This proves (ii).
From (9) and (10), with p replaced by p + 1, we see that 1 Llm.mH>+l I ~

II T~+l.m+P+l I and hence on combining with (11) yields

ILlm.m+1>+1/Llm-l.m+1> I

~ ! I T:'.m+P+l lit I T:'.m+p I
m

= 3 I Am+llam+l 11 am+l I-P-l I ala2 ... am 1-2 n 11 - (ai/am+l)\2
i=1

~ I ala2 ... am/2 ·2 .. · 21-2,

for sufficiently large m. This proves (i).
Now let D denote a bounded connected region containing the origin and

which is bounded away from the poles of F(x). By the uniform convergence
in (ii), there exists 0 > 0 and an index mo such that if m ~ rna ,
I Qm.m+:lx)\ ~ 0 for all XED. Let R = diam (D) and choose ml ~ mo
such that I ai I > 4R for all i ~ m1 • Then for all xED,
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It follows from this and the representation (6) that the sequence
{Fm.m+ix): m = 0, 1, 2, ...} converges uniformly in D to some holomorphic
function G(x). To see that G(x) = F(x) in D observe that from (3) it follows
that for sufficiently large m,

is some neighborhood of the origin. Hence F~~~+p(O) = n!en for m > n12.
By the uniform convergence we conclude that

p(n) (0) __ G(n)(o)
m.m+v m--;oo so for every n.

Hence, F(x) ~ G(x) in D. This proves the theorem.

Proofof Theorem 3. Using the identity

it is easy to see that

(12)

Lk""K I T~.n \

I T~,n I

~ M I am \n-m ->- 0 as n ->- 00.
am+l

This proves (i).
Using this, we get

(13)

11(.dm-l.nIT~.n)1 - 1 I ~ 1(.dm-l.nfT~.n) - 1 I ~ L I T~.n III T:'.n I~ 0,
k""K

(14)
and since

where c is a nonzero constant independent of n it follows that

I
.dm.n+l 1

1 /10

I
Llm.n+l 11/10 = T.%+l.n+l

.dm-l.n j.dm;l.n 1
1

/
10

Tm •n
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This proves (ii). From (9), (13) and (14) we conclude that

IQm.n(x) - fI (1 - : )1
v=1 1/
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for I x I ~ R, hence (iii) holds. Part (iv) follows by applying (ii) and (iii)
to the sum (5) and using the argument at the end of the proof of Theorem 2.

SIMPLE SUFFICIENT CONDITIONS

In this section we establish simple sufficient conditions such that the
leading term of Lk I T;:'.m I is dominant; and hence that Theorem 2 holds.

LEMMA 2. Let {Bn } be a sequence of positive real numbers. A necessary
and sufficient condition that the leading term of the sum LkeS(m) Bk Bk ... Bk12m

be dominant as m -+ 00 is that Bm+1/Bm -+ O.

Proof Set

and

Evidently,

o < Bm+1/Bm < L Bk1Bk2 '" Bkm/B1B2 ... Bm < Tm ·
ki'K

We need only show that Bm+1/Bm -+ 0 implies that Tm-+ O. It is easy to see
that our condition implies that Rm -+ 0; hence choose N 3 i ~ N implies
R; < t. Put L = max{Ti : 1 ~ i ~ N}. Then for m > N,

Therefore, T; ~ L + 1 for all i and hence 0 < Tm = Rm(l + Tm- 1) ~

Rm(L + 2) -+ 0 as m -+ 00. This proves the lemma.
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THEOREM 4. Theorem 2 holds provided F(x) satisfies

(A) I(A m+1IAm)(amlam+1)21 -->- 0 as m -->- 00,

and

(B) There exists a constant M such that for all sufficiently large m and
all k E SCm) we have Mm" ~ M, where Mm" denotes the quantity

TI I(a;;~ - a;;:)/(ajl - ail)l.
l~i:::;;:;j~m

Proof Let Bn = I Anlan2 I. By the lemma,

L I T~.m III T;',m I ~ M 2 L 1B",B", ... B,,)BIB2 ... Bm 1-->- 0 as m -->- 00;

"*K "*K

hence the result.

THEOREM 5. Condition B of Theorem 4 holds, provided

(a) lim sup I anlan+1 1 = y < 1, and

(b) for some eo,

lim sup I en - eo 1 < tcos-l(yI2),

where an = I an 1 exp(iOn) and -TT < On ~ TT.

Remark. Taking an = n2 and k = (1, 2,... , m - 1, m + 1) one finds
that Mm" = 2(m + 1)/(1 + Ilm)2m -->- 00 as m -->- 00 so the bound M does
not exist in this case. Condition (b) enters in order to make use of the
observation that if I x 1 ~ y < 1 and 1 arg x I ~ cos-l(yI2), then 11 - x I ~ 1.

Proof of the Theorem. We may choose Yo such that y < Yo < 1 and
lim sup I On - 00 1 < tcos-I(Yo/2) < tcos-l(yI2). Hence there exists No such
that' n ~ No implies 1anlan+l I ~ Yo and I arg(ailaj) I ~ cos-I(Yo/2) for
j > i ~ No . Since also 1 ailaj I ~ y~-i < Yo it follows from the above remark
that

1 - y~-i ~ I 1 - (a;/aj) I ~ 1 whenever j > i ~ No.

Choose N I ~ No such that if 1 ~ i ~ No andj ~ N I then t ~ 11 - (ailaj) I ~ 2.
Put I-' = 4N

o/n::1 (1 - yoi) and choose r such that Yo'l-' ~ 1. Then set
N = NI + r and A= minl<i<j<N 1ajl - ail I. We claim that a bound
satisfying the requirements of the theorem is given by

\ ( 2 ) N(N-I) /2 I
M = max I ,\ tall' 1-" \ .
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Clearly M suffices when m ::;;; N. We use induction on m when m ?: Nand
distinguish two cases.

Case 1. km- r+1 = m - r + 1. Then k j = j for I ~ j ~ m - r + 1.
The factors in the numerator and denominator of the product M~+l for
which 1 :(; i < j :(; m - r + 1 cancel, and upon writing out the remaining
factors and using the above estimates for I 1 - (adaj) I one can show that

Hence M suffices in this case.

Case 2. k m-r+l =1= m - r + 1. Thenk j >jform - r + 1 :(;j:(; m + 1.
Using the induction hypothesis one can show that

This proves the theorem.
Summarizing, we have

THEOREM 6. IfF(x) = L:l (Ada; - x) satisfies the conditions

(i) I(An+1fAn)(an2fa~+1)I-+ °as n -+ CD

(ii) lim sup Ian/an+! I = y < 1, and

(iii) For some (Jo , lim sup I en - eo I < icos-1(yf2), then the sequence
{Fm.m+p(x)}, p ?: 0, converge uniformly on any compact set bounded away
from the poles of F(x). Hence the P-fractions corresponding to the series
x-kF(x), k ~ 0, converge.
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